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Abstract. Technology is constantly evolving to the point that computers 

that are purchased then are inevitably outmoded in terms of speed and their 

ability to process new applications. The study aims to provide procedure 

and measurement in viewing the process of the parallel clustered computers 

via graphical representation. The idea of the development procedure has 

been conceptualized by the author to elevate obsolete computer for 

alternative use. Likert scale was used (experts and users) in assessing the 

system. It was found out that the development has a promising result as 

evident in the assessment of experts on the system’s reliability (availability 

and stability) and the users’ assessment of the system’s accessibility (ease 

of use and flexibility). It is also noted that obsolete computers have 

alternative disposal technique of e-wastes. With this, the development of 

clustering (using the interconnectivity of a master node and slave nodes) 

that is reliable, accessible and with a minimal cost was conceptualized as an 

alternative for managing e-waste and addressing the demand of new 

technology in the public sectors. 

Keywords: Parallel clustering, processing power, alternatives & e-waste. 

1 Introduction  

Nowadays, technology has become an essential part of our lives. New technology 

has paved the way for smartphones, faster and more powerful computers, more 

compact televisions and so much more. Technology has made our lives simpler, 

quicker, safer and more enjoyable. 

Technology has truly revolutionized the way we live and the way we work. It has 

provided opportunities for productivity and development. It has made working 

more effective and efficient in general as companies continue to invest in cutting-
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edge technologies. 

With all the promising outcomes of technology, companies have embraced it and 

enjoy all the profits it could give. It has played a crucial role in companies that 

technology is no longer seen as cost but more of an investment. At present, 

various companies and industries have strategically advanced their technologies to 

cope with the ever-changing world. 

However, as technology progresses, there were also setbacks created by them. So 

much of the wastes from various industries come from the technologies that are 

utilized in their gateways. E-wastes, or the electronic products nearing the end of 

their "useful life" such as computers, televisions, copiers, and fax machines are 

some of the challenges in the fast-paced technology development. 

E-waste, also known as "a wide and growing range of electronic devices ranging 

from large household appliances such as refrigerators, air conditioning, cell 

phones, personal stereos and consumer electronics to computers that have been 

discarded by their users" [1], has a major effect as technology progresses. 

Technology has developed and progressed so fast. Rapid application development 

has become challenging for developers to adapt, although some are searching for 

alternatives that will potentially help urbanized communities develop those 

technology. 

As we live in a world that is geographically complex and unpredictable, new 

business forces are generated by the rush of mega-trends, including dramatic shifts 

in globalization and advances in technology. For any organization to survive and 

prosper in such an environment, innovation is imperative. 

However, innovation is no longer just for creating value to benefit individuals, 

organizations, or societies. Innovation's overall goal can be far more far-reaching, 

helping to build a smart world where people can achieve the highest possible 

quality of life [2]. 

Over the past decade, technical advances have accelerated the exponential use of 

multimedia tools by learners of all ages. These global trends also include the 

constant progression of the e-learning assessment. Evaluation is the practice of 

clarifying what needs to be done and relating it to what needs to be done, in order 

to promote the evaluation of performance and how it should be achieved  [3]. In 

terms of speed and their ability to process new applications, computers which are 

then bought are ultimately outdated. When this happens, outdated computers are 

considered to be redundant. This also happens in sectors where computation plays 

a crucial role in development and achievement. As necessity dictates, there is a 

need to find a way in which these devices, considered redundant and worthless, 

can be useful in constructing computers that can meet the demands of whatever 
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endeavours.  

A cluster consists of a series of interconnected stand-alone computers operating 

together as a single consolidated computing resource and is a type of parallel or 

distributed computer system [4]. Clustering is commonly used in a network to 

reduce the energy consumption and thus increase the network longevity [5]. In 

other terms, cluster is a series of separate and inexpensive computers, used 

together to provide a solution as a supercomputer. 

Cluster computing provides a single general approach for designing and 

implementing high-performance parallel systems independent of individual 

hardware manufacturers and their product preferences [6].  A typical application 

of cluster parallel computing is to load and disperse the demand for processes by 

the master node to the slave nodes. The information is transmitted from the source 

to its respective cluster head and then to the base station in order for the selected 

head to bear all of the information that needs to be transmitted and route it to the 

intended target [7]. A commodity cluster is an array of entirely autonomous 

computer systems that are interconnected by an off-the-shelf networking network 

of commodity interconnections [8] and play a major role in redefining the 

supercomputing concept. As a result, high-performance high-throughput, and 

high-availability computing has arisen as parallel and distributed standard 

platforms. 

With this, the development of clustering (using the interconnectivity of a master 

node and slave nodes) that is reliable, accessible and with a min imal cost was 

conceptualized as an alternative for managing e-waste in the public. 

2  Build and Architecture  

2.1  The parallel clustered uniform set-up 

After the selection of obsolete system attachments on peripherals, cluster 

computers must be built. 
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Fig. 1. Indicates the cluster clustering connectivity. The development was based on 

computer architecture clustered in parallel.  

2.2  Production Instruments  

The design of the clustered computers was based on the hardware and software 

needed to meet the demand of cluster computers are (a) personal computers 

consist of the same basic components: a CPU, memory, circuit board, storage, and 

input/output devices [9] (b)fast ethernet switch [10] (c)straight cable (T568A – 

T5668A) [11] and (d) Ubuntu ABC GNU/Linux [12].  

2.2  Setup Clustering  

Homogeneous computing is used to interconnect identical processor cores or units 

to create a high-performance device in order to use a homogeneous parallel 

clustering mechanism [13]. The nodes 1-4 and the master node all come in the 

same “Boot to Network“ BIOS (basic input output system) configuration 

connected via T568A using Cat-5E UTP cable. 

2.3  Installation (Software)  

The next move is to install the program after the computers have been assembled. 

ABC GNU Linux (Ubuntu 9.04) [10] was used with the default kernel as a basis. 

Upon the installation of ABC GNU Linux (Ubuntu 9.04), gathered the information 

about the hardware specifications. 

2.4  Specification and checking of device  

Step 1: Upon determining the master node and slave node this will be the basis of 

hetorogenousity of the system as the specification be Processor: Intel Celeron M 

CPU with a CPU Speed: 2266 MHz 

Step 2: Setting up of ABC GNU Linux kernel ISOLINUX3.63 Debian to the mas-

ter node. Boot from the CD-ROM then choose an install mode, press enter then 
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follow the directions on the screen. The default language of the distro is Spanish. 

Changing to your preference language is necessary. After which select use entire 

disk to partition the hard disk, then create username and password and lastly in-

stall ABC GNU (Ubuntu 9.04) 

Step 3: Setting up the slave nodes, first enter the configuration or setup of CMOS, 

choose halt on ALL ERROR, and finally set-up to boot from the network. 

Step 4: This procedure will check the master node via Command Line Interface 

(CLI), master@master-desktop:~$ cat clusterhosts 192.168.0.1. Upon checking 

proceed to connectivity check this will test the network connectivity of Master 

Node, Node1, Node 2, Node 3, and Node 4, master@master-desktop:~$ cat 

clusterhosts 192.168.0.1 192.168.0.13 192.168.0.3 192.168.0.10 192.168.0.8.
  

3  Monitoring  

 

3.1  Cluster interpretation of GANGLIA monitoring tool (GUI) [14]  

 
 

Fig 2. Overview of Automated Beowulf Cluster using Ganglia 

Fig 2. Shows the device view of the cluster. A series of small graphs display the 

master node, and processes are used for nodes 1-4. It also indicates that the master 

node and nodes 1-4 work with various processes. 
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3.2  Performance differences of machine loaded 

 
Fig 3. Performnace of Total hosts (1 CPU) 

 

Fig 3. Displays performance representation from 1 host. It showed that the average 

capacity of a single CPU was 3%, 10% and 149%, showing that it is hard for a 

single host to process. 

 

 

 
Fig 4. Performnace of Total hosts (5 CPU) 

 

Fig 4. Shows the performance of 5 host computer. It indicates that the average 

load of performance is 13% , 16% and 17% which reveal  that a multiple hosts 

process smoothly. 

3.3  Network flow by graph (Master Node and Node 1)  

 
 

 
 
 

 
 

Fig 5. Master Node and Node 1 

Fig 3. Reveals the master node and node 1. It ensures that the Master Node pro-

cess and Node 1 process are distinct from one another. This also shows how pro-

cess efficiency and relation identification are calculated. 
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3.4  Network movement process by graphs (Master Node and Node 1-4)  

Fig 6. Process Identification of Nodes 

Fig 6. Shows that the use of the CPU is 100%, it also shows that the Master Node 

and Node 1 used their processing power in the process distribution. It also reveals 

that different nodes have distinct processes. 

3.5  Network movement process by graphs in Shutting down of Nodes   

Fig 7. Node Process in Shutting Down 

Fig 7. Indicates the Nodes have been successfully shut down. In the image 
and graph, the master node and the remaining nodes used that 
homogeneous parallel clustering processes are established and used. 

 

4  Evaluation and Results   

Two approaches are applied to test the homogeneous parallel clustering of 

alternatives for success acceptance and creation: by IT experts and by the users. 

The IT experts assessed the system as to Reliability with system availability and 

system stability [15] while the users rated the system as to accessibility with ease 

of use and flexibility of the system [16]. The questionnaire was based on the 
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Likert scale suggested by ISO 9126 [17] and used to analyze the results from 

scales 4.01-5.0 as excellent, 3.01-4.0 as very good, 2.01-3.0 as good, 1.01-2.0 as 

fair and 0-1.0 as poor with the following informative equivalents .  

4.1  IT Experts  

Table 1. Assessment of the System by IT Experts  

 
Assessment Criteria Mean Descriptive Rating 

Realiability (Composite Mean: 4.08) 

System Availability 4.50 Excellent 

System Stability 3.67 Very Good 

 
Table 1 shows the results of the evaluation based on the reliability of the system. It 

obtained a composite mean of 4.08.  

 
The IT Experts evaluated the reliability of the system based on the system 

availability with a 4.50 mean with a descriptive rating of Excellent and system 

stability with a 3.67 mean with a descriptive rating of Very Good. 

4.2  Assessment of Users  

Table 2. Assessment of  the System by Users  

 
Assessment Criteria Mean Descriptive Rating 

Accessibility (Composite Mean: 4.69 

Ease of Use 4.67 Excellent 

Flexebility of the 

System 

4.72 Excellent 

 

Table 2 shows the results of users’ assessment using a homogeneous parallel 

cluster. The users of the system were the students, IT faculty, and employees of 

Tarlac Agricultural University. To obtain the reliability of the evaluation, there 

were sixty (60) users who evaluated the system. 

 
They evaluated the system accessibility based on ease of use with 4.67 as 

excellent and flexibility of the system with 4.72 as excellent. The system 

accessibility obtained a composite mean of 4.69 with a descriptive rating of 

excellent. The result indicate the uncomplicatedness of the system’s operation. 
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5  Conclusion  

The study found that the development and assessment result of the homogeneous 

parallel process clustering as alternatives is significant. Over the course of the 

review and testing, the performance of the machine was not damaged. Hence, the 

achievement of serviceable machines with low development costs has been 

established and guaranteed. Moreover, based on expert opinion and review, the 

use of a homogeneous parallel clustering method is strongly appropriate. The 

functionality of the framework was based on the efficiency of parallel clustering, 

and it also notes that operating is the master process and the nodes. Finally, 

because of the ease of service, the system's assessment is strongly appropriate to 

consumers in terms of usability. 

 
In addition, the study findings have been established and could be introduced to 

other universities and schools in the area which will be used as an alternative 

computer to run application in today’s technology demands. This will assist 

faculty, teachers and staff in researching other technical development and device 

efficiency. 

 
Nevertheless, with the use of clustering strategies and encouraging e-waste 

management, universities and schools to alternatively develop outdated 

computers. 

A future collection of machines with changed architectures will be selected for 

future work to enhance the analysis, in order to observe the effect of heterogeneity 

on the efficiency and growth of the clustering technique.  

 

Lastly, to increase device reliability, an implementation can require additional 

measures, configurations, and performance review. Additional testing methods are 

also recommended to determine the efficiency of the device being built.  
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Abstract The mean percentage hatchability was not significantly affected by types of 

incubators, two levels (70% and 80%) of relative humidity, and the interaction effect of types of 

incubators and relative humidity. However, the percentage of egg hatching was significantly 

affected by types of incubators such that the means of the percentage hatch in Cabinet-Type 

Electric Incubator (M=43.95%) and in Bamboo or “Garong”-Type Incubator (M=41.88%) were 

significantly higher from “Lawanit” Board-Type Incubator (M=27.68%). There was no 

significant difference in the percentage hatch as affected by two different levels of relative 

humidity and the interactions of types of incubators and varying percent relative humidity. In 

this study, the use of Bamboo or “Garong”- Type Incubator indicated the lowest cost (₱0.83) to 

hatch a duckling, the cheapest (₱17.70) to produce a duckling, and highest ROI of 2.00%.Thus, 

the Bamboo or “Garong”-Type Incubator was the most economical to use among the three 

types of incubators.Among the three types of incubators under the two levels of relative 

humidity, it was observed that the cost to hatch and the cost to produce a duckling is lower 

under 80% relative humidity with an average cost of ₱1.89 and ₱20.00 respectively. Higher 

ROI (1.56%) was also observed when the eggs were incubated under 80% RH than 70% RH 

with an average ROI of 1.54%. Furtheremore, the Cabinet-Type Electric Incubator and Bamboo 

or “Garong”-Type Incubator were identified to be the most efficient types of incubators. All the 

hatching parameters were not significantly affected by two levels (70% and 80%) of relative 

humidity. 

 

Keywords: Bamboo or “Garong” incubator, Duck egg incubation, Parched rice incubation, 

Rice husk incubation technique 
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Introduction 

 

 Ducks are commonly raised by rural farmers in the Philippines mostly in 

Central Luzon and some part of Western Visayas. Around 429,700 families 

derive their livelihood from it (Santiago, 2018). These farmers, who have less 

than 100 heads of ducks, contribute to 70% of the ducks in the country 

(Philippine Statistics Authority [PSA], 2015) as reported by Arrosa (2018). 

Ducks are preferred by small-holders in the communities compared to other 

fowls because ducks can adapt and survive under a wide range of climatic 

conditions, can feed on a variety of feedstuffs, and are resistant to diseases. 

Raising Mallard Duck (Anas platyrhynchos), being known for egg production, 

provides a good source of income to farmers through its products such as balut 

(embryonated egg) and salted egg. These ducks can also be sold as cull after 

two years of egg production when their laying performance begins to decline. 

However, there are some issues and concerns about the duck industry. Results 

from a farm survey on duck egg production in the Philippines showed that duck 

farmers generally lack the technical know-how and extension services as well 

as insufficient supply and high cost of producing good quality ducklings 

(Chang et al., 2008). Most of these problems, particularly on technical and 

production and supply aspects, are brought about by the issues concerning the 

type of incubator used and the physical factors to which the eggs were 

subjected before and during the incubation period.    

 The duck industry has a promising future given the high demand for 

salted eggs and balut which accounts for 90% of the total egg production in the 

country (Beltran, 2015). The vast knowledge of local farmers in raising ducks, 

the availability of complete feeds at different stages of growth (from brooding 

to laying), and the government programs on strengthening mallard duck 

production (Itik Pinas) all over the country make the duck raising more 

encouraging. Furthermore, it is one of the special programs of the Bureau of 

Animal Industry under the Department of Agriculture that aims to contribute to 

attaining one of the goals of President Duterte on food sufficiency. However, 

there are other problems with the industry such as the fluctuating prices of eggs, 

limited space for free-range operations, and inadequate research studies being 

conducted on duck raising (“Native”, 2016). 

At present, commercial incubators of varying capacities are being used by 

balut and duck producers in the country. Most of these incubators are operating 

with electricity for heating and other mechanical functions. However, small-

holders experience issues in the cost of procurement, maintenance, and 

operations. According to Boleli et al. (2016), the main focus of research at 

present is the manipulation of thermal incubation conditions and the integrated 
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effect of factors that influence incubation. Commercial hatcheries use modern 

state-of-the-art incubators but one of the questions that need to be answered is 

how effective and cost-efficient the incubators are in terms of promoting 

greater hatchability and better chick quality.  

 Currently, artificial incubators made from locally available materials, 

using parched rice and rice husk, have been used by hatcheries in Central 

Luzon and National Capital Region. However, the technology was not widely 

adopted and little is known about the efficiency of using this type of incubator. 

Furthermore, literature and studies suggest a wide range of humidity levels 

inside the incubator and different egg turning frequencies to produce a good 

hatch. Therefore, it is important to find a method and technique of duck egg 

incubation that is efficient, less expensive, uses locally available resources, and 

can easily be adopted by both backyard and commercial raisers.  

 Thus, this study was conducted to determine the hatchability of duck eggs 

using different types of incubators under two levels of relative humidity. Also, 

this study aimed to determine which among the three types of incubators is the 

most efficient and most economical to be used and be recommended for small-

hold, backyard duck raisers, or commercial hatcheries. The results of this study 

could contribute to the determination of optimum relative humidity which 

would be needed to attain better hatchability of duck eggs using different types 

of incubators. Moreover, the results may lead to finding better techniques for 

hatching duck eggs through the use of locally available resources that would 

reduce the production cost of quality hatchlings. Through the adoption of 

technology to be generated, more duck raisers especially the small-hold raisers 

would be benefited and be able to produce their own ducklings instead of 

buying them from commercial hatcheries or other suppliers. Furtheremore, the 

results of this study may be used as a basis for further researches about duck 

egg incubation. 
 

Materials and methods 
 

Time and place of research 
 

The experiment was conducted at the duck egg hatchery and “balutan” of 

Mr. Renato C. Ramos in Brgy. Carmen, Zaragosa, Nueva Ecija from June 2020 

to July 2020. 
 

Research design 
 

 The study was laid out into treatment combinations using a Completely 

Randomized Design following the 3 x 2 factorial arrangements using three 
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types of incubators under varying relative humidity. Factor A served as the 

three types of incubators (Cabinet-Type Electric Incubator, Bamboo or 

“Garong”-Type Incubator, and “Lawanit” Board-Type Incubator) while the 

Factor B served as the two levels of relative humidity (70% RH and 80%RH). 
 

Experimental treatments and layout 
 

 Five thousand and four hundred duck eggs were used in the study. These 
were randomly divided into six treatment combinations based on the 
experimental factor. Each composed of 900 eggs. Each treatment combination 
was further subdivided into three replications with 300 eggs per replicate.  

 

Setting-up of cabinet-type incubator  
 

 Six cabinet-type forced-air electric incubators were used. These were 
prepared by cleaning especially in the interior area. Thermometers and 
hygrometers were checked and ensured that these were functioning. The 
experimental eggs were incubated at a temperature ranging from 37.22-
37.78

o
C. 

 

Setting-up of bamboo or “Garong” and “Lawanit” board incubator 
 

 Six “Garong” and six “Lawanit” Board Incubators were also used to 

complete the types of incubators needed in the study. Each incubator had a 

diameter of 45-50 cm and a height of 85-90 cm. Nylon net with a size of 75 cm 

x 70 cm was used to contain 100 eggs and also to contain 1.5 kg of unpolished 

rice/parched rice as a source of heat. 

 The rice was heated twice a day to about 42
0
C to 43

0
C using a vat or 

cauldron or “kawa” following the procedures in making balut (ATBP.PH, 

2016). A pan of water was placed at the bottom of the incubator. Bamboo slats 

were placed on top of the pan before making a pile of heated rice and duck 

eggs. Five bags of heated unpolished rice (1.5 kg per bag) and three bags of 

preheated eggs (100 eggs per bag) were piled in an alternating position having 

the rice at the bottom and on top when the pile was completed. 

The incubators were arranged at a distance of at least four inches from 

each other. Rice hull was used to fill up spaces between incubators. It served as 

an insulator and to conserve heat energy. 
 

Egg collection 
 

Large-sized eggs, 65-70 grams, were collected from mated flocks in a 
selected house on the farm. Eggs laid not later than three days were selected as 
experimental materials. 
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Egg setting 

 

 The 300 eggs were set in each replication of the three types of incubators. 

Before setting, eggs were pre-heated under the sun for two to three hours with a 

temperature ranging from 23.9-26.1
o
C following the procedures stated in 

Hatchery Tips (2017). 

  

Incubation duration 

 

Experimental eggs were incubated (with a source of heat) for 15 days. On 

the 16
th

 day after setting, eggs were transferred onto a table in a closed room 

(no window) until they were hatched.  

 

Egg turning 

 

Eggs in “Garong” and “Lawanit” board were manually turned two times a 

day following the procedures in making balut by ATBP.PH (2016). On the 

other hand, eggs in electric incubators were turned by switching on the “turn” 

button. The eggs were turned twice a day until the 15
th

 day of incubation. From 

16 days to hatching, eggs were turned four times within 24 hours. 

 

Candling 

 

The first candling was done on the 10
th

 day after egg setting to determine 

the number of fertile eggs and infertile eggs. The second candling was done on 

the 15
th

 day of incubation to select fertile eggs but would fail to hatch due to the 

following reasons: (1) dead embryo, (2) presence of a red ring or blood around 

the embryo, (3) enlarged blood vessels, and (4) presence of oozing substance 

(Smith, 2018).   

 

Relative humidity and temperature control 

 

Relative humidity in the “Garong”-Type and “Lawanit” Board-Type 

Incubators was controlled by placing a moisture pan inside. Rice was heated 

two times a day until the 15
th

 day of hatching. After 15 days, rice or palay bags 

were not heated anymore since the embryos could generate enough heat to keep 

them warm. However, the humidity in Cabinet-Type Electric Incubator was 

controlled by placing also moisture pan inside. The temperature was set into 

37.5 
0
C until 15 days of hatching. 
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Data analysis 

 

The data from the experiment were subjected to analysis of variance in 

3x2 factorial in Completely Randomized Design (Gomez and Gomez, 1984). 

When significant differences were obtained, means were compared using the 

Least Significant Difference (LSD) at 5% probability. To facilitate calculations 

and analysis of experimental data, the computer program Statistical Tool for 

Agricultural Research was used. 

 

Results 

 

Percentage hatchability 

 

The mean of the percentage hatchability of duck eggs as affected by types 

of incubators under varying relative humidity is shown in Table 1. The results 

of the study revealed that percent hatchability of duck eggs was not affected by 

the types of incubators as indicated by their means (M=48.42%, M=50.40%, 

and M=37.17%) having no significant difference, F(2,12) = 2.78, p = 0.1020 

when analyzed for variance. The percentage hatchability was not affected also 

by the two levels (70% and 80%) of relative humidity wherein their means 

(M=44.98% and M=45.68%) were comparable. As for the effect of the 

interactions of types of incubators and varying percent relative humidity, it was 

found out that these interactions did not affect the percent hatchability of duck 

eggs, F(2,12) = 1.81, p = 0.2057. 

 

Table 1. Mean of the percentage hatchability of duck eggs as affected by types 

of incubators under varying relative humidity 

Factor A – Types of Incubators 

Factor B –  

Relative Humidity 
Factor A 

Mean 
70% RH 80% RH 

Cabinet-Type Electric Incubator 44.83 52.00 48.42 

Bamboo or “Garong”-Type Incubator 56.70 44.10 50.40 

“Lawanit” Board-Type Incubator 33.40 40.93 37.17 

Factor B Mean 44.98 45.68  

 

Percentage hatch 
 

 The mean of the percentage hatch of duck eggs as affected by types of 

incubators under varying relative humidity is presented in Table 2. In this 

study, the percentage hatch of duck eggs was significantly affected by the types 
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of incubators, F(2,12) = 5.73, p = 0.0179.The mean percentage hatch in 

Cabinet-Type Electric Incubators (M=43.95%) and Bamboo or “Garong”-Type 

Incubators (M=41.88%) was significantly higher than the mean percentage 

hatch in “Lawanit”Board-Type Incubator (M=27.68%).  

However, the percentage hatch was not affected by the two levels (70% 

and 80%) of relative humidity with which their means (M=38.03% and 

M=37.65%) were not significantly different, F(1,12) = 0.01, p = 0.9290. As for 

the effect of the interaction of types of incubators and varying percent relative 

humidity, it was revealed that these interactions did not affect the percent hatch 

of duck eggs. 
 

Table 2. Mean of the percentage hatch of duck eggs as affected by types of 

incubators under varying relative humidity 

Factor A – Types of Incubators 

Factor B –  

Relative Humidity 
Factor A 

Mean 
70% RH 80% RH 

Cabinet-Type Electric Incubator 39.00 48.90 43.95 a 

Bamboo or “Garong”-Type Incubator 48.00 35.77 41.88 a 

“Lawanit” Board-Type Incubator 27.10 28.27 27.68 b 

Factor B Mean 38.03 37.65  

Note: Means followed by the same letter are not significantly different at 5% level of significance by LSD 

 

The most economical type of incubator 

 

The mean of the average cost to hatch a duckling among three types of 

incubators for 70% and 80% relative humidity is shown in Table 3. In this 

study, the lowest average cost (₱0.83) to hatch a duckling was determined when 

using the Bamboo or “Garong”-Type Incubator. It was lower than the cost of 

using the “Lawanit” Board-Type Incubator and Cabinet-Type Electric 

Incubator with the average costs of ₱1.12 and ₱4.11, respectively. 

Among the three types of incubators under the two levels of relative 

humidity, it was observed that the lowest average cost (₱0.75) to hatch a 

duckling was with the use of Bamboo or “Garong”-Type Incubator under 70% 

while the highest average cost (₱4.47) was by using Cabinet-Type Electric 

Incubator also under 70% relative humidity. Furthermore, the cost to hatch a 

ducking was lower (₱1.89) under 80% relative humidity than 70% relative 

humidity with an average of ₱2.59. 
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Table 3. Mean average cost (₱) to hatch a duckling using three types of 

incubators under 70% and 80% relative humidity 

Incubator type 
Cost to hatch a duckling (₱) Mean 

70% RH 80% RH  

Cabinet-Type Electric Incubator 4.47  3.75 4.11 

Bamboo or “Garong”-Type Incubator 0.75  0.91 0.83 

“Lawanit” Board-Type Incubator 1.22 1.01 1.12 

Mean 2.15 1.89  

 

The mean of the average cost to produce a duckling among three types of 

incubators for 70% and 80% relative humidity is shown in Table 4. The study 

revealed that the Bamboo or “Garong”-Type Incubator was the cheapest to use 

among the three types of incubators to produce a duckling with an average cost 

of ₱17.70.  However, a higher average cost to produce a duckling was realized 

with the use ofCabinet-Type Electric Incubator and “Lawanit” Board-Type 

Incubator with the average costs of ₱21.04 and ₱23.72, respectively. 

Among the three types of incubators under the two levels of relative 

humidity, it was observed that the lowest average cost (₱16.02) to produce a 

duckling was by using Bamboo or “Garong”-Type Incubator under 70% while 

the highest average cost (₱26.02) was by using the “Lawanit” Board-Type 

Incubator also under 70% relative humidity. Moreover, it was determined that it 

was cheaper ((₱20.00) to produce a duckling under 80% relative humidity than 

under 70% relative humidity with an average cost of ₱21.64. 

 

Table 4. Mean of the average cost (₱) to produce a duckling among three types 

of incubators for 70% and 80% relative humidity 

Incubator type 
Cost to hatch a duckling (₱) 

Mean 
70% RH 80% RH 

Cabinet-Type Electric Incubator 22.87  19.21 21.04 

Bamboo or “Garong”-Type Incubator 16.02  19.37 17.70 

“Lawanit” Board-Type Incubator 26.02 21.42 23.72 

Mean 21.64 20.00  

 

The mean of the average percentage ROI among the three types of 

incubators for 70% and 80% relative humidity is illustrated in Table 5. Among 

the three types of incubators, the Bamboo or “Garong”-Type Incubator 

obtained the highest average percentage return on investment (2.00%) while the 

“Lawanit” Board-Type Incubator obtained the lowest average ROI (1.21%). 

Among the three types of incubators under the two levels of relative 

humidity, the highest average percentage ROI (2.37%) was obtained when 

Bamboo or “Garong”-Type Incubator was used under 70%. However, the 
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lowest average percentage ROI (0.99%) was attained when “Lawanit” Board-

Type Incubator was used under 70% relative humidity. On the other hand, 

higher ROI (1.56%) was realized under 80% relative humidity than under 70% 

relative humidity with an average ROI of 1.54%. 

 

Table 5. Mean of the average percentage (%) return on investment among three 

types of incubators for 70% and 80% Relative Humidity 

Incubator type 
% ROI 

Mean 
70% RH 80% RH 

Cabinet-Type Electric Incubator 1.25 1.62 1.44 

Bamboo or “Garong”-Type Incubator 2.37 1.62 2.00 

“Lawanit” Board-Type Incubator 0.99 1.43 1.21 

Mean 1.54 1.56  

 

The most efficient type of incubator 

 

Based on the results of the study, only the percentage hatch was affected 

by a certain factor - the types of the incubators. The analysis of variance 

yielded a main effect for the type of incubator, F(2,12) =5.73, p < .05, such that 

the average percentage hatch was significantly higher inCabinet-Type Electric 

Incubator (M=43.95%) and Bamboo or “Garong”-Type Incubator (M=41.88%) 

than in“Lawanit”Board-Type Incubator (M=27.68%) (see Table 2). The main 

effects of humidity and interaction were non-significant, F(1,12) = 0.01, p > .05 

and F(2,12) = 2.27, p > .05, respectively. Therefore, the most efficient types of 

incubators are the Cabinet-Type Electric Incubator and the Bamboo or 

“Garong”-Type Incubator. 

 

Discussion 

  

Commercial incubators of varying capacities are being used by balut and 

duck producers. However, the cost of procurement and operation, and the 

effectiveness and cost-efficiency in terms of promoting greater hatchability of 

these incubators are the major concerns needed to be answered. Artificial 

incubators made from locally available materials are being used by hatcheries 

in Central Luzon and National Capital Region. However, the technology was 

not widely adopted and little is known about the efficiency of using this type of 

incubator. The study was conducted to determine the effect of types of 

incubators under varying relative humidity on the different hatching 

parameters.  

This study demonstrated that the hatchability of fertile duck eggs was not 

affected by types of incubators (p = 0.1020), by the two levels (70% and 80%) 
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of relative humidity, and the interactions of types of incubators and varying 

percent relative humidity (p = 0.2057) when analyzed for variance.This result is 

parallel with the study of Indarsih et al. (2019) which revealed that the sawdust 

incubator gave similar fertility, hatchability, and embryonic mortality values as 

the electric incubator. Also, this result is associated with the findings of the 

study Bruzual et al. (2000), whichpointed out that fertile hatchability was 

optimum when incubated at 53% relative humidity. The findings of Bruzual et 

al. (2000), is supported by Hitchener (2017) and Daniels (2020) who 

recommended that the ideal relative humidity is at 55%.   

The percentage hatch of duck eggs was significantly affected by the types 

of incubators (p = 0.0179). In this experiment, the mean percentage hatch in 

Cabinet-Type Electric incubators (M=43.95%) and Bamboo or “Garong”-Type 

Incubators (M=41.88%) was significantly higher than the mean percentage 

hatch in “Lawanit” Board-Type Incubator (M=27.68%). Boleli et al. (2016) 

explained that this is because the latter provides better incubation physical 

conditions such as ventilation, egg turning, and egg position, which may affect 

hatchability. However, the percentage hatch was not affected by the two levels 

(70% and 80%) of relative humidity and the interaction of types of incubators 

and varying percent relative humidity. These results could be correlated to the 

statement of Paniago (2005) as specified by Boleli et al. (2016) that despite the 

technological advances of modern incubation machines, still, the quality of 

labor both inside and outside the hatcheries determines the success of 

incubation.  

The most economical type of incubator was determined based on the 

following aspects: (1) cost to hatch a duckling; (2) cost to produce a duckling; 

and (3) percentage ROI.In this study, the use of Bamboo or “Garong”-Type 

Incubator indicated the lowest cost (₱0.83) to hatch a duckling, the cheapest 

(₱17.70) to produce a duckling, and has the highest ROI of 2.00%. 

Among the three types of incubators under the two levels of relative 

humidity, it was observed that the cost to hatch and the cost to produce a 

duckling was lower under 80% relative humiditywith an average cost of ₱1.89 

and ₱20.00 respectively against ₱2.15 and ₱21.64 under 70% relative humidity. 

Higher ROI (1.56%) was also observed when the eggs were incubated under 

80% RH than 70% RH with an average ROI of 1.54%. Moreover, the 

determination of most economical type of incubator is greatly affected by the 

hatchability of fertile duck eggs from the specific incubator. This means that 

the higher the hatchability of an egg from a certain incubator, the lower the cost 

that may incur to hatch or to produce a duckling. These results are supported by 

the results of the experiments conducted by El-Hanoun and Mossad (2008) 

pointing out that the hatchability of fertile Pekin Duck eggs could be improved 
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by raising the relative humidity (RH) to 80% during the period of 14-28 days of 

incubation. Their experiments are related to the study of Onbasilar et al. (2014) 

which revealed that hatchability of set and fertile eggs of Pekin Ducks were 

higher when incubated at 37.5
0
C and sprayed with warm water (25-28

0
C) from 

day 4 to day 25 of incubation. 

The most efficient type of incubator was determined only when the types 

of incubators, relative humidity, and the interaction effect of incubator and 

humidity have a significant effect on the hatching parameters. These conditions 

were discussed by Boleli et al. (2016) in their article regarding optimizing 

production efficiency that includes manipulation of thermal incubation 

conditions and the integrated effect of factors that influence incubation. In this 

present study, only the percentage hatch was affected by a certain factor, the 

types of the incubators, which revealed that a significantly higher percentage 

hatch was obtained in Cabinet-Type Electric Incubator and Bamboo or 

“Garong”-Type Incubator than in “Lawanit” Board-Type Incubator. In addition, 

all the hatching parameters were not significantly affected by two levels of 

relative humidity. Therefore, the effects of 70% and 80% relative humiditiesare 

comparative. 

In summary, the study showed that the Cabinet-Type Electric Incubator 

and Bamboo or “Garong”-Type Incubator yield a significantly higher number 

of hatch eggs than “Lawanit” Board-Type Incubator. Also, the Cabinet-Type 

Electric Incubator and Bamboo or “Garong”-Type Incubators were the most 

efficient types of incubators. Bamboo or “Garong”-Type Incubator was the 

most economical (lowest cost to hatch and to produce duckling and highest % 

ROI) type of incubator to use. 
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Abstract—The problem of mining a high dimensional data includes a high computational cost, a high dimensional dataset composed 
of thousands of attribute and or instances. The efficiency of an algorithm, specifically, its speed is oftentimes sacrificed when this kind 
of dataset is supplied to the algorithm. Fuzzy C-Means algorithm is one which suffers from this problem. This clustering algorithm 
requires high computational resources as it processes whether low or high dimensional data. Netflix data rating, small round blue cell 
tumors (SRBCTs) and Colon Cancer (52,308, and 2,000 of attributes and 1500, 83 and 62 of instances respectively) dataset were 
identified as a high dimensional dataset. As such, the Manhattan distance measure employing the trigonometric function was used to 
enhance the fuzzy c-means algorithm. Results show an increase on the efficiency of processing large amount of data using the Netflix 
,Colon cancer and SRCBT an (39,296, 38,952 and 85,774 milliseconds to complete the different clusters, respectively) average of 
54,674 milliseconds while Manhattan distance measure took an average of (36,858, 36,501 and 82,86 milliseconds, respectively)  52,703 
milliseconds for the entire dataset to cluster. On the other hand, the enhanced Manhattan distance measure took (33,216, 32,368 and 
81,125 milliseconds, respectively) 48,903 seconds on clustering the datasets. Given the said result, the enhanced Manhattan distance 
measure is 11% more efficient compared to Euclidean distance measure and 7% more efficient than the Manhattan distance measure 
respectively. 
 
Keywords— fuzzy C-Means; high dimensional dataset; Manhattan distance; clustering. 
 
 

I. INTRODUCTION 

The high dimensional dataset is common nowadays due to 
the colossal amount of information being gathered 
electronically by varying information systems. Movies, 
medical health record, and agricultural dataset can be 
observed to be as high dimensional dataset. Duplication of 
records, multiple attributes and thousands number of records 
were categorized as high dimensional datasets, and most of 
the data mining algorithms suffer low accuracy and high 
computational cost in processing when a high dimensional 
dataset was supplied [1]. This high dimensional dataset can 
also be observed to know what this dataset shows and 
implies. 

A common technique to observe this dataset is using 
clustering. Clustering splits a large amount of data and 
performs grouping considering the similarities of the 
individual data supplied [2]. However, several clustering 
algorithms suffer from high computational cost and one of 
which is the Fuzzy C-Means algorithm. 

Fuzzy C-Means also suffers from its accuracy and speed 
when a dataset contains high dimension or not [3], [4]. The 
study aims to enhance the Fuzzy C-Means algorithm by 
changing the distance measure to solve the weakness of the 
said algorithm. Manhattan distance measure was used since 
it is also ideal when applied to high dimensional dataset [5]. 
The trigonometric approach was utilized to the said distance 
measure since the accuracy of the Manhattan distance 
measure suffers when centroid and points are connected 
diagonally [6], [7]. 

Data mining procedures will also be used to prepare the 
actual dataset for mining. The computational cost will be 
observed by testing the algorithm with different distance 
measures (Euclidean, Manhattan and Enhanced Manhattan) 
and three different high dimensional datasets (Netflix Movie 
Rating, Colon Cancer and SRCBT) which will lead on what 
specific distance measure is faster when applied to the said 
algorithm.  
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II. MATERIALS AND METHOD 

To investigate the performance of the modified algorithm, 
Knowledge Discovery Model were used proposed by  [8] 
consisting the step of data selection, data pre-processing, 
transformation, and data mining. Figure 1 shows the actual 
process of KDD. 

 
Fig.1 the Knowledge Discover Model 

 
With the KDD model, the dataset should be ideal to be 

processed from the part of the selection to the step of data 
mining. 

A. Data Selection 

Selection of the actual dataset for clustering was done by 
searching for the appropriate dataset that has high 
dimensionality. High dimensional datasets are the ones who 
have multiple fields and thousands of records [1]. The high 
dimensionality of data is also when dataset features are 
greater than the number of instances [9]. The Netflix movie 
rating, small round blue cell tumors (SRBCTs) and Colon 
Cancer dataset are also categorized as high dimensional 
considering these definitions. Table 1 shows the number of 
features of the said datasets.  

TABLE I 
THE FEATURES AND INSTANCES OF THE DATASETS 

Dataset Features Instances 

Netflix Movie 5 1,500 

Colon Cancer 2000 62 

SRCBT 2308 83 

B. Pre-Processing 

The pre-processing technique was also done to prepare 
the dataset that will be used. This technique reduces the 
dimensionality of the dataset [10], [11]. The dataset was 
merged into a file and field were also observed to identify 
the process needed to be done to reduce its dimensionality. 
The term discretization technique describes another 
advantage of this step. In this part, the equal frequency 
binning was used. This step converts the text into a numeric 
value. Each instance in the dataset that has the same value 
are considered as one and converted to a similar numeric 
value [12]. In Table II, the values of the feature, genre, were 
discretized to fit the algorithm. 

TABLE II 
A PORTION OF THE MOVIE DATASET WITH ITS GENRE 

No Movie Title Genre Discretise
d Value 

1 Cat Run 2 (2014) Action 1 

2 
He Who Dares 
(2014) 

Action 1 

3 
How to Train Your 
Dragon 2 (2014) 

Action|Adventure|
Animation 

2 

4 Hercules (2014) Action|Adventure 3 

5 
Falcon Rising 
(2014) 

Action|Adventure 3 

6 Land Ho! (2014) 
Adventure|Comedy|
Documentary|Myst
ery 

4 

8 Seventh Son (2014) 
Adventure|Children
|Sci-Fi 

6 

 
In this process, the field, genre, was discretized to be 

applicable with clustering. The same process was done for 
the two remaining datasets (Colon Cancer and SRCBT). The 
feature class was converted into a numeric value. 

C. Transformation 

Making the dataset suitable for knowledge discovery 
requires the dataset to be transformed. The dataset for 
Netflix movie rating is composed of several tables (Movie, 
Rating, and Tags) that are connected via Primary Key (PK) 
and a Foreign Key (FK). A foreign key is several techniques 
can do a specific property of dataset, which is described by 
the implementation of the primary key to another data table 
[13] and merging this dataset. One technique for combining 
this data table for preparation for data mining is union. The 
union is the process of identifying the intersection of two or 
more data table with their PK and FK[14]. Hence, the 
researcher created a tool for merging the data table into a 
single dataset concerning the primary key and foreign key. 

For the two remaining datasets, features were already 
normalized aside from the pre-processing technique. 
Observation of the actual content of the dataset was also 
needed to be observed thoroughly to see how these datasets 
were constructed such that the enhanced algorithm can 
process it. Based on the pre-processing and transformation 
techniques, the following portions of the datasets of Netflix 
Movie Rating, Colon Cancer and SRCBT had been derived. 

TABLE III 
NETFLIX MOVIE DATASET  

Rating UserID Time Stamp Genre MovieID 

2.5 53930 1393064439 30 22306 

2.5 87813 1387131563 30 22306 

3 137200 1398867354 30 22306 

4.5 13494 1421295240 114 23623 

4 15720 1426647292 114 23623 

TABLE IV 
COLON CANCER DATASET 

FTR1 FTR1 FTR1 FTR to 2000 Class 

88.23 39.67 67.83 28.7 2 

82.24 85.03 152.2 16.77 1 

76.97 224.62 31.23 15.16 2 

74.53 67.71 48.34 16.09 1 

54.56 223.36 73.1 31.81 2 

33.2 91.85 5.88 21.88 1 

98.54 54.62 30.54 24.45 2 
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TABLE V 
SRCBT DATASET 

FTR1 FTR1 FTR1 FTR to 2308 Class 

0.143 0.888 0.068 0.108 2 

0.085 0.324 0.635 0.271 1 

0.193 0.39 0.378 0.107 3 

0.159 0.248 1.164 0.224 4 

 

D. Data Mining 

 Clustering algorithm will be enforced in this study by 
using the Fuzzy C-means algorithm. This tool can be used to 
address its problem on clustering high dimensional datasets. 
Figure 2 shows the actual process of how Fuzzy C-Means 
Clustering works. 

 

 
Fig. 2 The actual process of clustering using Fuzzy C-means algorithm 
 
The first step is that Fuzzy C-Means selects the number of 

cluster and membership functions ranging from zero to one. 
The calculation of the actual centroid with the corresponding 
parameter follows. The computation of the actual centroid 
plays a vital role in creating the clusters[15]. This will 
identify how many iterations will be done. The third step is 
to date the actual cluster with the specific distance measure 
and lastly, validate the result. The iterations take place until 
convergence is achieved [16]. With this given process of 
Fuzzy C-Means algorithm, changing the distance measure 
can improve the performance of the said algorithm.  

E. Manhattan Distance Measure 

Providing a result with lesser computational cost can be 
achieved using different strategies. Observing the distance 
measure used by the algorithm and its performance can be a 
basis in identifying what distance measure is applicable for 

the high dimensional dataset. The Manhattan distance 
measure is commonly used when the point that is generated 
was vertically or horizontally connected. Selecting an 
appropriate distance measure plays a vital role in providing a 
good set of clusters [17]. The study also shows that 
Manhattan distance measure is more accurate in the 
calculating distance when the dataset is high dimensional 
compared to other distance measures [18]. Table VI shows 
the side by side comparison of several distance measure. 

 

TABLE VI 
COMPARISON OF SEVERAL DISTANCE MEASURE. 

Distance Measure Benefits Drawbacks 

Euclidean Easy to Implement and 
Test 

Results are greatly 
influenced by 
variables that have the 
largest value. Does not 
work well for Image 
data, Document 
Classification 

Manhattan Easily generalized to a 
higher dimension 

Does not work well for 
image data and 
document 
classification 

Cosine 
Handles both 
continuous and 
categorical variables 

Does not work well for 
nominal data 

Jaccard Index 
Handles both 
continuous and 
categorical variables 

Does not work well for 
nominal data 

 
The use of the Manhattan Distance Measure will allow the 

algorithm to speed up its processing time, although 
Manhattan distance measure has a problem needed to be 
addressed.  

F. Euclidean Distance Measure 

On the other hand by default Euclidean distance measure 
were used in Fuzzy C-Means, it produces a more accurate 
result but higher computational cost [19], this is the main 
reason why the algorithm needed to be improved with the 
proposed modification conceptualized. 

G. Enhancement of the Distance measure 

A weakness of the Manhattan distance measure is in terms 
of clustering points that are connected diagonally. Fig. 3 
shows the actual points connecting to the centroid diagonally. 

 

 
Fig. 3 Centroid and data point are connected diagonally 

 
Employing trigonometric function specifically COSINE 

Equation 2  was tested in order to check the speed of the said 
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distance measure when applied to the Fuzzy C-Means 
algorithm.  
  

 ������(∅) =
 �������

�����������
    (2) 

 
Where adjacent (next to) is to the angle θ and Hypotenuse 

is the long line, equation 3 shows the actual solution to 
address the problem of Manhattan Distance. 
  

 � = ∑
 |(�� �!)" (#$ #%)|

&��'��(∅)
    (3) 

 
Where (�  is the point of intersection from the created 

imaginary line and (! is the y-coordinate of the centroids. 
The difference of (� and (!  will be divided to ������(∅). 
)ℎ�+, (∅) is used since the actual angle is not yet solved. To 
calculate the actual distance the following, steps were 
considered. 

Step 1. Create an imaginary line to form a right triangle 

Step 2. Identify the point of intersection 

Step 3. Compute the Distance of the Imaginary line using 
Manhattan. Given that (x2=5,x3=5)  and (y2=6,y3=4) 

(5-5)+(6-4)= 2 

Step 4. Compute for the distance 

2/Cosine(53.60)=3.61 

The given steps in calculating the actual distance of the 
centroid to the dataset points may lead to higher accuracy for 
the Fuzzy C-Means Algorithm when supplied. 

H. Fuzzy C-Means  

To further test the algorithm, the steps for the distance 
measure were invoked by the enhanced Manhattan distance 
measure. By default, Fuzzy C-Means uses Euclidean 
distance. Fig. 4 shows the actual process of clustering the 
dataset using the enhanced Manhattan distance.  

 

 
 

Fig. 4 The actual process of clustering using Fuzzy c-means algorithm. 

The following pseudo-code was used to implement the 
Modified Manhattan distance measure over Fuzzy C-Means 
Algorithm.  

 
Start  
Required Array of Points and Centroid 
Declare Distance 
   
For counter=0; to LengthofPoints step 2  

 If  Centroid is equal to Points 
Get the absolute difference of points and the 

centroid  
    Else 
      Get the absolute difference of centroid and Imaginary 
line   

Divide the absolute difference to  ������(∅) 

 EndIf 
     
   Update distance by adding the difference 

Iterate to each column and pair it with (x,y) format 
and do the calculation for the distance. 

 End 
 

I. Evaluation 

To validate the performance of the said modified 
algorithm, the duration to complete the process of clustering 
using Fuzzy C-Means with different distance measures were 
compared, and the starting points of the program were 
tracked. The differences were calculated to identify how 
many milliseconds were needed to complete the actual 
clustering process. The following pseudo code was used to 
evaluate the performance of Fuzzy C-Means on applying the 
three distance measures and three high dimensional datasets. 
 
Start 
      Get Start time in milliseconds 
      Declare Threshold=1, iteration=0   
      While Threshold is not equal to 0  
  Update value of iteration +1 
  Assign new center 
      End While  
      Elapsed time = end time - start time   
End 

 
The process of Fuzzy C-Means clustering stops when the 

convergence is reached. This means that when the threshold 
becomes zero, the actual clustering process is finished on 
clustering [16] and as prescribed by the algorithm threshold 
use was zero. Tracking the execution time of the program 
can now be observed along with the behavior of the 
algorithm when different distance measures and different 
datasets with high dimensions was applied.  

III.  RESULTS AND DISCUSSION 

With the procedure of pre-processing and transformation, 
the dataset Netflix Movie composed of 4 attributes with 
1,500 instances, Colon Cancer having 2000 features and 65 
instances and SRCBT 2308 features and 83 instances are 
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now ready for clustering and comparison of the actual speed 
of the modified algorithm to the standard Fuzzy C-Means 
Algorithm. The algorithm was tested by computing the 
actual time elapsed when the clustering processes were 
simulated. Table VI showed the actual result of the 
algorithm when Euclidean and Enhanced Manhattan distance 
measures were used. 

TABLE VII 
RESULT OF THE ALGORITHM IN (MS), WHEN EUCLIDEAN AND ENHANCED 

MANHATTAN IS USED 

Dataset Clusters Euclidean Enhanced 
Manhattan 

Netflix Movie 10 39296 33216 

Cancer 4 38952 32368 

SRCBT 3 85774 81125 

 
Observing the actual result, the Enhanced Manhattan 

distance measure outperformed the Euclidean distance 
Measure. To further investigate, the Manhattan distance 
measure was also used to compare the actual results as 
shown in Table VIII.   

TABLE VIII 
RESULT OF THE ALGORITHM IN (MS), WHEN MANHATTAN AND 

ENHANCED MANHATTAN IS USED 

Dataset Clusters Manhattan Enhanced 
Manhattan 

Netflix Movie 10 36858 33216 
Cancer 4 36501 32368 
SRCBT 3 82860 81125 

 
With the dataset supplied to the Manhattan distance and 

enhanced Manhattan distance, the result shows that the 
actual modification decreases the processing time for 
clustering the three datasets. Comparison of the actual result 
for clustering using Fuzzy C-Means with the three distance 
measure is indicated in Figure 5 and 6. The behavior of the 
algorithm varies on the dataset supplied, especially when it 
comes to high dimensions. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5 The comparison of the processing time of Euclidean and Enhanced 
Manhattan against the Dataset Features. 
 

The trend of the three distance measure plotted along with 
the number of features and to its processing time showed an 
improvement when the Enhanced Manhattan Distance 
measure was supplied. This indicates that the modification 
can now be applied to the algorithm to increase its speed on 
clustering high dimensional datasets. 

 
 

 
 
 
 
 
 
 

 
 
 

Fig. 6 The comparison of the processing time of Manhattan and Enhanced 
Manhattan against the Dataset Features. 
 

The trend of the three distance measure plotted along with 
the number of features and to its processing time showed an 
improvement when the Enhanced Manhattan Distance 
measure was supplied. This indicates that the modification 
can now be applied to the algorithm to increase its speed on 
clustering high dimensional datasets. 

IV.  CONCLUSION  

Fuzzy C-means algorithm is an algorithm that suffers 
from high computational cost when a high dimensional 
dataset is applied. One way to address the said problem is 
by invoking the distance measure used. In this study, an 
Enhanced Manhattan-based clustering was used employing 
trigonometric function to address the issue of Manhattan 
distance measure. 

Results show that an increase in the efficiency in terms 
of speed of the said algorithm can be observed when using 
the enhanced Manhattan distance measure. Euclidean 
distance measure shows that clustering the three datasets 
such as Netflix Movie Rating, Colon Cancer, and SRBT has 
a (39,296, 38,952 and 85,774 milliseconds to complete the 
different clusters, respectively) average of 54,674 
milliseconds while Manhattan distance measure took an 
average of (36,858, 36,501 and 82,86 milliseconds, 
respectively) 52,703 milliseconds for the entire dataset to 
cluster. On the other hand, the enhanced Manhattan 
distance measure took (33,216, 32,368 and 81,125 
milliseconds, respectively) 48,903 seconds on clustering the 
datasets. 

Given the said result, the enhanced Manhattan distance 
measure is 11% more efficient compared to Euclidean 
distance measure and 7% more efficient than the Manhattan 
distance measure respectively. While the efficiency 
increases for the said algorithm, it needs further observation 
on the behavior of the algorithm in clustering a standard 
type of dataset. Accuracy also needs to be studied in 
applying this modified algorithm. Other factors can also be 
considered to increase the efficiency of the said algorithm. 
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Abstract—Graph-theoretic clustering either uses limited 

neighborhood or construction of a minimum spanning tree to aid 

the clustering process. The latter is challenged by the need to 

identify and consequently eliminate inconsistent edges to achieve 

final clusters, detect outliers and partition substantially. This 

work focused on mining the data of the International Linkages of 

Philippine Higher Education Institutions by employing a 

modified graph-theoretic clustering algorithm with which the 

Prim’s Minimum Spanning Tree algorithm was used to construct 

a minimum spanning tree for the internationalization dataset 

infusing the properties of a small world network. Such properties 

are invoked by the computation of local clustering coefficient for 

the data elements in the limited neighborhood of data points 

established using the von Neumann Neighborhood. The overall 

result of the cluster validation using the Silhouette Index with a 

score of .69 indicates that there is an acceptable structure found 

in the clustering result – hence, a potential of the modified MST-

based clustering algorithm. The Silhouette per cluster with .75 

being the least score means that each cluster derived for r=5 by 

the von Neumann Neighborhood has a strong clustering 

structure. 

Keywords—MST-based clustering; Small World Network; von 

Neumann Neighborhood; internationalization; Prim’s MST 

I. INTRODUCTION 

Internationalization and partnership development 
undertakings pave way to establish identity in the international 
arena. As such, data in the field of internationalization as 
mirrored by students and international partnerships established 
by education institutions is growing to be a good interest of 
researches [1]–[4]. This is since the rate of internationalization 
increases with the unhindered channels of communications and 
affordable travel expenses. Universities seek to seize the 
opportunities from global partnerships and foster relationships 
with other organizations or institutions. Internationalization is 
also described to transform into mainstream strategy in higher 
educations and is increasingly seen as adding value to the life 
of universities through improving their quality [5]. The 
definition of internationalization being the process of 
integrating international, intercultural, or global dimensions 
into the purpose, functions or delivery of post-secondary 
education [6] is by common knowledge, the most frequently 
cited and widely accepted. 

Meanwhile, methods and techniques in data mining allow 
analysis of very large datasets (i.e. big data) to extract and 
discover previously unknown structures and relations out of 
huge amount of details [7] for the purpose of knowledge 
extraction. As such, clustering in the data mining arena aims to 
establish high intra-cluster and low inter-cluster similarity in 
data. The high intra-cluster similarity should be based on the 
derived measurement from the data while the low inter-cluster 
similarity should maintain that elements in the different 
clusters should have maximum distance. These are intended to 
achieve beneficial knowledge from the data [8] for decision 
making and strategizing. Among different types of clustering, 
the most conventional distinction is whether the set of clusters 
is hierarchical or partitional [9] where hierarchical is a set of 
nested clusters while partitional clustering divides the set of 
data objects into non-overlapping clusters such that each object 
is in exactly a single cluster [10]. However in the real world, 
clusters come in arbitrary shapes, varied densities and 
unbalanced sizes that is why there is no universal clustering 
method which can deal with all problems [11]. 

Since most clustering algorithms’ performance is affected 
by the shape and size of the detectable clusters [12], the 
requirement of an a priori knowledge about the actual number 
of clusters and the setting of a threshold to obtain adequate 
clustering results; a number of modifications to the clustering 
algorithms have emerged and are being explored to cope with 
said problems. Among which are graph-theoretic or graph-
based clustering algorithms where data is represented in an 
undirected graph denoted as G={V,E} where the set of all data 
points is V and the set of connections between two distinct data 
objects (i.e. edges or links are contained in E. This is associated 
with a distance measure resulting to a connected subgraph or 
clusters. The use of Minimum Spanning Tree (MST) is one of 
said methods which either uses the Prim’s [13]–[15] or 
Kruskal’s [16], [17]. An MST is constructed for the whole data 
with a threshold value being set along with a number of steps 
to terminate the process to form clusters resulting from 
removing an inconsistent edge whose value is greater than the 
threshold value. However, this strategy is constrained by the 
identification and elimination of the inconsistent edge [17], 
detection of outliers [18], as well as insufficiently evidenced 
partitioning–hence, having the same weaknesses as other 
clustering methods that are based on distance measures [19]. 
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This work aims to perform data mining in the data of the 
international linkages of Philippine Higher Education 
Institutions (PHEIs) using a proposed modified Prim’s MST-
based clustering algorithm producing a minimum spanning tree 
for the dataset infusing the computation of local clustering 
coefficient for the data points in the limited neighborhood 
generated by von Neumann Neighborhood. 

This paper is organized as follows. Section II presents the 
conceptual framework of the modified Prim’s MST-based 
clustering algorithm invoking the properties of the small-world 
network of graph theory. It also highlights the preparation of 
the International Linkages data. Section III includes the results 
of the simulation and the cluster validation. Section IV 
highlights the conclusions and future works of the study. 

II. MODIFIED PRIM’S MST-BASED CLUSTERING 

ALGORITHM 

Clustering can be used on many problems as it is helpful to 
seek and see relationships. It aims to congregate into clusters 
unlabeled data elements with high similarity based on a 
measure obtained solely from the data itself [20]. The distance 
measure defines the radius of membership depending on the 
type of data on hand. A good cluster is associated with high 
clustering value in terms of distance so the selection of distance 
metric is essential in clustering [21] while another clustering 
algorithm approach is to represent a target data set as a 
weighted undirected graph [20]. 

A. Prim’s MST-based Clustering Algorithm 

Prim’s MST Algorithm uses a distance function to specify 
the closeness of data objects to establish the weight between 
them by choosing an arbitrary point to the next adjacent point 
of minimum weight. For clustering, an edge inconsistency 
measure is defined to identify an inconsistent edge to be 
removed to partition the whole dataset into clusters. Prim’s 
MST is modified for efficient construction of spanning tree 
based on the k-nearest neighbor search mechanism during 
which a new edge weight is defined to maximize the intra-
cluster similarity and minimize the inter-cluster similarity [13]. 
The algorithm can be used for a complete graph while using 
Fibonacci Heap [19], [22]. 

In this work, the traditional Prim’s MST Algorithm for 
clustering defined by [18] as shown in Fig. 1 is modified by 
infusing the local neighborhood search by the von Neumann 
Neighborhood in order to facilitate the computation of the local 
clustering coefficients of the data elements in said 
neighborhood. 

Higher clustering coefficient indicates the robustness on an 
average shortest path between any pair of nodes [23]–[25].  As 
such, small world networks [26] have the properties of having 
a small mean of shortest path length and high clustering 
coefficient. The Local Clustering Coefficient (LCC) quantifies 
the closeness of the neighbors of a vertex in becoming a clique. 
A concept in graph theory, LCC is basically computed as the 
number of triangles connected to a vertex over the number of 

triples around a given vertex. It is the probability that duos of 
neighbors of a vertex are connected by an immediate 
connection – the value is           . Thus, 

     
                             

                   
           (1) 

Meanwhile, the von Neumann Neighborhood is one of the  
most commonly used types of neighborhood for cellular 
automata of two dimensions [27]. It is also used in pattern 
generation [28] and operations research [29] as it has been 
proven to have better performance than other topologies to 
further improve the quality of local search [30]. It can be 
extended by taking the set of data objects at Manhattan 
distance r where     which yields a result of a diamond-
shaped region – hence, the neighborhood of data objects. The 
two-dimensional square lattice is composed of the central cell 
and the four adjacent cells around achieved through traversing 
North, East, West and South (NEWS) derived at a Manhattan 
distance 1. The number of neighbors (i.e. cells) in 2-
dimensional by von Neumann Neighborhood of the cellular 
evolutionary algorithm for range r is defined as: 

  (   )                 (2) 

As such, the modified Prim’s MST-based Clustering 
Algorithm establishes the adjacency of the data facilitated by 
the suitable cellular automaton, the von Neumann 
Neighborhood which simulates the establishment of 
neighborhood. This preludes the computation of local 
efficiency or local clustering coefficient. Thus, the modified 
Prim’s MST construction for clustering is defined by (u, v, 
LCC(v), d(u,v)) such that u is the initial data point and v is the 
terminal data point. 

While the traditional Prim’s MST considers only the next 
minimum distance d(u,v) between data u in the MST being 
built T and the adjacent data point v in V; the modified 
algorithm initially considers the LCC of the adjacent data point 
LCC(v) to ensure a high clustering coefficient for the whole 
cluster – hence, pursuing clusters of density. As Prim grows 
the MST one edge at a time, it should be noted that the next 
candidate edge or connection of data point must respect the 
partition or cut of the set of points in the minimum spanning 
tree T and V to avoid having a cycle. 

 

Fig. 1. Prim’s  Minimum Spanning Tree for Clustering. 
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(a)Von Neumann Neighborhood of Data Elements    (b) MST by Prim’s infused with LCC 

    
(c) Candidate Inconsistent Edges      (d) Removal of Inconsistent Edge 

Fig. 2. Prim’s Minmum Spanning Tree Construction for a Local Neighborhood Established using Von Neumann.

Being the data element having the least LCC(v) and 
maximum distance d is the criterion set for identifying the 
inconsistent edge. Data elements l, j, k and m in Fig. 2(a) are 
all LCC=.67 – hence, their distances to the data points in the 
MST were considered as indicated in Fig. 2(b). As such, 
d(c,j)=9 indicated in Fig. 2(c) as the connection with the 
greatest distance is the inconsistent edge. The algorithm will 
herein iterate and continue on the other data points of the data 
set. The resulting MST must have N-1 edges for N number of 
data points without cycle – hence, the cluster as seen in 
Fig. 2(d). 

B. Data Cleaning and Preparation 

The PHEI International Linkages data contains the actual 
and essential records for the international linkages of 
Philippine Higher Education Institutions. It is consist of 
partnerships entered by PHEIs with foreign universities and/or 
organizations transpiring into different internationalization 
activities including student exchange, faculty exchange, 
academic collaboration, research collaboration and other 
activities across different disciplines. The dataset is 
summarized in Table I. 

An integral part of the data mining process is the data to 
which knowledge discovery is applied. The International 
Linkages data contains instances of inconsistencies, 
incompleteness and variations in the essence of data mining. 
As such, entries or values were simplified and prepared such 
that the proposed algorithm is able to process it. In the original 

data, the field for partnership form has duplicative entries and 
no defined options. A particular discipline is mentioned in 
several groups with each specific to a particular partnership. A 
similar case can be observed with an area of partnership (e.g. 
Faculty Exchange) being included and specific in a number of 
partnerships. Hence, in Table II are the disintegrated attributes 
rooted from the form of linkages attribute of the original data. 

TABLE I.  LIST OF PHEI LINKAGES DATASET FEATURES AND 

DESCRIPTION 

Name Definition Example 

country 
where foreign university or organization 

partnered is located 
Indonesia 

continent 
where country of foreign university or 

organization partnered is located 
Asia 

phei 
the Philippine Higher Education Institution 

(e.g. SUC, HEI) 
TAU 

partner 
name foreign university or organization 

partnered 
CRRU 

p_form form of partnership Bilateral 

p_area area of internationalization activities 
Faculty 

Exchange 

p_discipline 
field of discipline covered by the 

partnership 
Education 

d_signed date when partnership was signed 02/06 

p_year year when partnership was signed 2017 

p_status if active or inactive Active 
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TABLE II.  CONTENT RELATED FEATURE OF ATTRIBUTES DISINTEGRATED 

FROM FIELD 

Name Definition 

p_type Bilateral; Multilateral 

p_area 

Faculty Exchange; Student Exchange; Research(er) 

Exchange/Collaboration; Academic Collaboration; Joint 

Publication 

p_discipline 
Accounting, Arts, Education, Fashion and Textiles, 

Social Studies 

The conversion of the textual values was necessary since 
most instances are texts and multiple values are specific to one 
entry. The data cleaning and preparation executed is where 
each distinct group is coded. For instance, in the area of 
partnership terms, the PHEI can either use its own 
nomenclature but certainly, it may also use the terms of 
reference by the prospect foreign partner university or 
organization. Hence, all attributes were coded and assigned a 
numerical value to discretize the data so that the clustering 
algorithm will be able to process it. 

III. RESULTS AND DISCUSSION 

The cluster analysis of the data on international linkages of 
PHEIs aimed to gain valuable insights of the data to see what 
groups the data elements belong to while having the modified 
clustering algorithm to define instances with similar properties 
as a group. Data may come into mix type in the real world such 
that one attribute may be expressed in ration and others in 
terms of categorical that adjustment may be hard in terms of 
the algorithm because some specific algorithms can only be 
applicable to certain types of data.  There may be a need for 
some data transformation or preprocessing to do so that the 
algorithm will work. Data cleaning and preprocessing was an 
integral part of the data mining process to make adjustments 
and the data be made suitable with the proposed algorithm as it 
cleaned and prepared the data for the algorithm to be able to 
process it. 

A. Simulation 

The algorithm was implemented through the following 
Pseudocode in Fig. 3 and simulated on the discretized 
Internationalization data set. 

 

Fig. 3. Modified Prim’s MST-based Clustering with Local Efficiency. 

The International Linkages data set is composed of 12 
attributes with 748 instances. With a random value r=5, seven 
clusters were generated. The attributes with only at most 2 
possible values were not used for the experiment. 

Two attributes (e.g. continent, phei) were used to define an 
instance-hence to illustrate, data point (x, y) defines one data 
element by its value on attributes continent and phei as x and y, 
respectively. The neighborhood of said data points determined 
by NEWS was derived with the nearest higher value in x for 
north, nearest lower value in x for south, nearest higher value 
in y for east, and nearest lower value in y for south until the 
prescribed number of neighbors of the arbitrarily chosen value 
through von Neumann’s Neighborhood is derived. 

An observation on the result of the presented data mining 
procedure is that the generation of edge or connection between 
the data points to form the neighborhood impacts the 
processing time of the algorithm. The complexity of this part of 
the modified algorithm is also challenged when the data points 
are not linear. The choice of value for r also is also critical as a 
minimum choice will produce more clusters which impact the 
inter-cluster separation. 

B. Cluster Validation 

As there is no optimal clustering algorithm [31], it is 
necessary to evaluate the generated clusters of the mining 
process on the International Data. One approach is an internal 
validation with which the concentration is the partitioned data 
such that the compactness and separation of the clusters are 
measured. The Silhouette index [32] is where the silhouettes 
show which objects lie well within their partition and which 
are somewhere between clusters. The silhouettes herein were 
formed basically by knowing the clusters or partitions 
generated by the modified clustering algorithm and the 
distance between the data points–hence, a data point i's 
distance to other points within the cluster it belongs to and to 
other data points in other clusters. 

The average distance a(i) of a data point i to all other 
objects in the cluster it belongs to is computed in the same 
manner that the average distance b(i) to other objects in other 
clusters is also derived. Hence, the silhouette score is 
derived as: 

 ( )   
 ( )  ( )

   * ( )  ( )
             (3) 

The Silhouette index is chosen for the validation of the 
resulting clusters of the proposed graph-theoretic clustering 
algorithm in order to observe how well the algorithm 
partitioned the data set [33]. The focus is also on the quality of 
the clustering structure being measured only using information 
or feature intrinsic to the data set [34]. Another salient point in 
choosing the Silhouette index for cluster validity is because it 
measures attributes taken from the data, itself and the clusters 
found [35]. The silhouette scores ranging from -1 <= s(i) <= 1 
can be interpreted in Table III. 

The validation on the clustering result generated by the 
modified graph-theoretic clustering algorithm infused with 
small-world network structure based on the Silhouette score is 
presented in Table IV which presents the silhouette score of the 
clustering result. The average intra-cluster distance was derived 
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from calculating the distance of a random point (x, y) in a 
cluster towards all other data points in the same cluster to 
which it belongs to. Inter-cluster distance is the distance of this 
(x, y) towards the other data points in other clusters. 

TABLE III.  SILHOUETTE SCORE INTERPRETATION 

Range Description Interpretation 

0.71 – 1.00 Strong A strong structure has been found. 

0.51 – 0.70 Reasonable Reasonable structure has been found. 

0.26 – 0.50 Weak 
Structure is weak and could be 

artificial. 

≤ 0.25 Not Substantial 
No substantial structure has been 

found. 

TABLE IV.  SILHOUTTE VALIDATION ON CLUSTERING RESULT 

Cluster ID 
Average Intra-

Cluster Distance 

Average Inter-

Cluster Distance 
Silhouette Score 

1 2.57 14.65 0.81 

2 2.46 9.65 0.75 

3 3.09 15.82 0.80 

4 3.20 19.83 0.84 

5 2.86 16.64 0.83 

6 2.70 15.82 0.83 

7 - 15.11 0.00 

The average Silhouette score derived as 0.69 indicates an 
acceptable structure was found which is also manifested in the 
scores of all the clusters which derived scores not lower than 
0.75 which means that each cluster has a strong structure 
except for Cluster 7 which has only one (1) data point – hence, 
silhouette score is 0. Such constraint is present to prevent the 
number of groups from significantly increasing [36]. 
Consequently, when a clustering result is interpreted based on 
Table III, the clustering is acceptable when the score is at least 
0.50 [37]. 

IV. CONCLUSION 

This work performed data mining in the international 
linkages of Philippine Higher Education Institutions (PHEIs) 
data using a proposed modified Prim’s MST-based clustering 
algorithm producing a minimum spanning tree for the data set 
infusing the computation of local clustering coefficient for the 
data points in the limited neighborhood generated by von 
Neumann’s Neighborhood. 

An integral part of this work was the preparation of the raw 
data to achieve the dataset that is ready for processing by the 
modified Prim’s MST-based clustering algorithm. The 
numerical attributes of the International Linkages dataset were 
used for the clustering to work on similarity on a particular 
parameter. 

The results of the study show that there is an acceptable 
structure found in the clustering result with silhouette score 
0.69 and 0.75 being the least score for the 6 out of 7 clusters 
derived for r=5 of the von Neumann Neighborhood. 

However, the algorithm is still bound by the a priori input 
value of r which dictates the number of possible neighbors in 
one cluster for the von Neumann Neighborhood. As such the 

optimum number of clusters and most ideal value of r for a 
particular size of data are interesting. 

Also for future works, the interest is also centered on the 
cluster validation utilizing external validity indices particularly 
those which works or are specific to graph-theoretic clustering 
algorithms. The data can also be refined more and subjected to 
clustering process to compare the performance of the 
traditional and the modified clustering algorithm. 
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Abstract: This study on the development and validation of a 

document tracking model for utilization of Philippine Higher 

Education Institutions was undertaken to produce a system that 

would facilitate the management of documents in state 

universities or colleges by providing a way to monitor, record 

and track the location of in-process documents to support an 

academic organization. The Software Development Process was 

used as basis for the development of the software involving 

phases such as user requirements specification, design and 

implementation, validation and evolution (i.e. the process of 

changing or modifying the system once it has gone validation 

and yielded feedbacks for further modification). The 

acceptability of the software as evaluated by forty (40) office 

personnel representing every units of the Tarlac Agricultural 

University – the sample locale of the study, was confirmed in 

terms of user interface and functionality. These evaluators 

judged the software based on their skills and ability to use the 

software while carrying out their job functions. Five (5) IT 

experts also judged the software in terms of user interface, 

functionality, database design and security. Based on the results 

of the study, findings indicate that the document tracking system 

is excellent for the evaluators as process owners with a grand 

mean of 4.54 with its ease of use because of the simplicity of 

operations and the design itself with the reliability and usability 

or fitness for purpose as to tracking in-process documents and 

generating reports. The experts also evaluated the system as 

excellent with a grand mean of 4.58 – hence, the system’s visual, 

functional and navigational elements and the manner it requests 

information helps the user operate the document tracker. 

Security was also judged as excellent because the system can 

control users and produce integral records.  

 

Index Terms: document tracking, information system, 

transaction processing system  

I. INTRODUCTION 

  Bureaucracy is expected in most countries and most often 

than not, it had caused much effect in anyone’s perspective of 

efficiency and effectiveness. In the Philippines, government 

agencies now are always under the watchful eye of the 

discerning public. They are always trying to become more 

efficient and effective in their delivery of services, primarily 

because they owe the public. The Republic Act 9465 or the 

Anti Red-tape Act has been issued which states that 

government transaction such as applications or renewal of 

permits, licenses and other documentation should be 

completed in five working days especially for simple cases 

and 10 working days for more complex transactions or 

requests.  
Revised Manuscript Received on July 06, 2019.  
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It said that each agency is also required to reply to the client, 

whether requests are rejected or couldn’t be processed with 

the explanations why it was rejected and what could be done 

to re-file their requests. Signatories in each document, the 

law states, must be limited to a maximum of five persons to 

reduce time and simplify procedures. As such, many perceive 

information and communications technology as a cost 

effective and convenient means to promote openness and 

comprehensive transparency efforts in most countries [1]. 

Information Systems are being employed and implemented 

to reflect improvement and efficiency as well as becoming at 

pace with the influx of technology. The trend nowadays is to 

include less paper and manpower in the organization’s or 

institution’s operation. Yet, although computer generated 

electronic records have been around, the phenomenon of a 

paperless office is still remote although paper consumption 

puts substantial pressure on today’s world forest ecosystem 

where it seems on the face of it that emergence of computer 

and capacity of storage of documents in electronic form may 

lead to decrease in consuming such – hence, emergence of 

the paperless office [2]Apparently, any business organization 

or even an education institution still relies on standard 

operating procedures which primarily include pertinent 

documents and communications which do need to be 

managed efficiently and effectively in a manner that they can 

be tracked down or monitored. Even academic institutions 

such as the Tarlac Agricultural University boast their 

transparency of rendering services to their clientele, 

employees, office units and external community. It caters to 

the needs of its stakeholders via standard procedures which 

include or involve processing or pertinent documents. 

Management of ‘in-process’ documents would serve as a 

breakthrough in the manual operation of managing 

document’s  passing through the offices to minimize the 

problems encountered in following-up, tracking down and 

monitoring documents throughout the University – thus, a 

Document Tracking System. A document tracking assumes 

that knowing the movement of a document would enable a 

decision-maker to pinpoint where it is and in what state – 

thus, receiving, immediate feedback to make timely and 

rational decisions. It is a means for monitoring a document’s 

movement from “birth” to “growth” to “death” and in some 

cases, to “rebirth.” In relation to proper management 

process, this concept of record lifecycle sees records as 

passing through various stages: creation, active use, inactive 

use and then onward to either 

destruction or rebirth in the 

form of archives.  
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Another variation of document tracking is video based 

where the tracking of paper documents is on the desk over 

time and automatically linking them to the corresponding 

electronic documents using an overhead camera [3].  

As such, DTS is a type of information system that handles 

the task of recording and monitoring in-process documents. 

Concerned with ‘moving’ documents, attributes of the 

document are captured into the system  and not the document 

itself – profile of the object [4]. Having, this, a document 

tracking system when being developed needs to be in 

accordance with the type of business or organization or for 

this case, educational institution for which it is being 

developed for.  

This is because of their uniqueness in business processes or 

the ways documents are handled or passed through.  

The university observes manual taking note or records of 

documents and communications via “the logbook” 

monitoring or the “received by” and “released by” on a 

certain date system. Since computerized systems are 

necessities in an organization’s way of accomplishing 

transactions and processes, the rate of adoption of electronic 

alternative over the past years and the dominance of paper 

over digitized records also justify the conduct of this work to 

facilitate the in-process documents’ management of TAU as 

a Philippine Higher Education Institution. 

This study aimed to develop and validate a Document 

Tracking System (DTS) for the University which will 

facilitate the movement of documents from one unit or office 

to another in the University and keep track of the 

whereabouts of these documents in process.  

This paper is organized as follows. Section II presents the 

review of related literature. Section III focuses on the work’s 

methodology followed by the presentation, analysis and 

interpretation of results of the study in Section IV. The 

Section V summarizes and concludes the paper and some 

future works. 

II. METHODOLOGY 

A document is an identifiable recording of information and 

any recording medium can be used as long as it persists over 

time. Information is more than the data. So a document 

includes some elements of contextualization, organization 

and analysis and even if one’s job is just the management of 

documents for some specific corporate purpose, it is a 

professional responsibility to know the relationship of those 

documents to the society [5]. 

The most important factor for the success of this project 

was how closely the particular plan was defined and 

followed. In order to at least be as close to achieving such, 

this study was defined with a schedule to follow for its 

development from its birth and eventually to full 

development, towards the in-depth analysis of the possible 

processes that it could offer as features to solve the problems 

encountered in the current ‘in-process’ document 

management of the University. The development was guided 

by the Concept of Software Development Process with 

fundamental activities, namely: Specification, Design and 

Implementation, Validation and finally, Evolution. The 

“evolution” in this study was the idea of correcting the errors 

based on feedbacks of the validation phase.   

A. Data Gathering Procedure 

In order to analyze the performance of the proposed 

Document Tracking System, there is a need for appropriate 

materials or instruments to collect pertinent data. 

Observations, interviews and questionnaires are the most 

appropriate for this purpose in this study. During this study, 

the observation took charge on investigating the available 

facts and data to obtain specific objectives. The researcher 

eyed the process or tasks involved in university’s document 

management.  

Interviews were also employed to facilitate the acquiring of 

the pertinent and supplementary data that may not have been 

gathered during the observation. These data primarily were 

specific on the parts of a Document Tracking System namely: 

the people (operator, management), equipment (computer, 

printer, barcode readers), data (from the documents), tools, 

space (office units), and procedures. The questionnaire was 

used to gather information and opinions from the end-users 

of the proposed-systems. The respondents of this 

questionnaire were given a background of the proposed 

system or actually were allowed to experience the proposed 

system’s design.  

B. Development Tools 

The system was developed utilizing MySQL, an open 

source Database server and a relational database 

management system that works in client/server or embedded 

systems. MySQL, the most popular Open Source SQL 

database management system, is developed, distributed, and 

supported by MySQLAB.  The choice was for its main 

features of including portability, security, and scalability. 

PHP was used as the Web Development language - a 

server-side scripting language, which can be embedded in 

HTML or used as a standalone binary. This scripting 

language includes features such as it is free, easy to use, 

HTML-embedded, none-tag based, stability, speed, 

extension to other programs and protocols, fast feature 

development, popularity and non-proprietary. With these, 

the system was made more stable as it was developed as a 

web-based system.  

C. Software Validation 

To determine the efficiency of the developed software, the 

following scale was used by the IT experts and users in rating 

the system.  To determine the adequacy of scope and 

user-friendliness of the developed software, the users used 

the scale presented in Table 1. This ensured that the true 

requirements of the system were yielded by exposing it to 

potential end-users. 

 

Table 1. Scale used in Evaluating the System 

Units of Indexes Adjective Description 

4.50 – 5.00 Excellent 

3.50 – 4.49 Very Satisfactory 

2.50 – 3.49 Satisfactory 

1.50 – 2.49 Poor 

0 – 1.49 Very Poor 

III. RESULTS AND 

DISCUSSION 
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A. The Existing System 

The flow of operations of the existing system of managing 

in-process document in the university is depicted in the 

Figure 1. It clearly depicts that some activities in the process 

of recording the in-process documents are repetitive in a way 

that clerks who are in–charged as receiving and releasing 

officers repetitively record or note about their incoming and 

outgoing documents. The dataflow diagram of the existing 

system in Figure 1 indicates that documents do not have in 

any way a unique identification of itself in the process which 

may be used in tracking it. This is because the same single 

document can be recorded differently by the different 

releasing and receiving officers with the aforementioned 

procedure.  

 There is no definite way to track or search the document or 

worse, to know the document’s location. To hunt the 

document through the log books is a complex process since 

one would have to look into receiving and/or releasing 

logbooks of every office where the document may have 

passed. Added to the burden would be on searching more 

specifically for a document on the notes recorded on the 

logbook. The process boils down to looking onto logbooks 

after logbooks and records after records. 

Figure 1. Dataflow Diagram of Existing Document Management of In-Process Documents 

 

Figure 2. Input-Process-Output of Document Tracking 

The releasing and receiving officers in an office in the 

units are not always the clerk. The existing process does not 

have means to record who may have released or received the 

document so that when time comes that a document being 

searched or tracked down is identified to be last received in 

an office, another question would be who received it. 

B. Design and Implementation  

 After careful analysis of the existing system based on 

gathered facts, the researcher was able to develop the 

following one or more different system models and 

prototypes to depict the proposed system’s flow of operations. 

Figure 2 shows the process involved in the proposed 

system which actually depicts the flow of operations of the 

document tracking process using the proposed system. 

The creation of an office account and generation of barcode 

is the definite difference of the existing system and the 

proposed Document Tracking System. 

The process of generating a barcode plays a significant role 

in the tracking or searching of the document. It is the unique 

identity to be used by the document owner, releasing and 

receiving officers in recording, noting and searching for the 

document’s current location. 
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Figure 3. Dataflow Diagram of Document Tracking System for In-Process Documents 

Once a document is received by an office, the document’s 

record is created to note its owner and to generate a barcode 

image which will serve as its identification. This process only 

happens once for a document and only at the first receiving 

office. Using the document’s id, the receiving office shall 

then be tagged – using the barcode reader to recognize the 

printed barcode id – to signify that the document was 

received by the office. This replaces the process of having to 

record an  

incoming document over and over again from one office to 

another. The barcode id shall also be used to tag the release of 

the document by the office.  

The dataflow diagram in Figure 3 depicts the flow of data 

from one process towards the next. It also emphasizes the 

destination and origin of services and information during the 

document tracking process. As an information system being 

defined by a well-organized database structure that will  

 

 
 

Figure 4. Entity Relationship Diagram of the Document Tracking System. 
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handle the entry of data into the system and how it will 

generate necessary reports, the entity relationship diagram in 

Figure 3 displays how the back-end of the proposed system 

was designed to hold the information that shall enter the 

system.  

The database was designed to be centralized mainly for 

the database’s maintainability. Since the document tracking 

system emphasizes on how timely records or information are 

synchronized for them to be available to user, the database 

was designed to a centralized database as back-end. Figure 4 

displays the Entity Relationship Diagram of the Document 

Tracking System. 

The synchronization of records or information is critical 

in the tracking feature of the online document tracking 

system since an update in records in one office should be 

immediately recognized by another by any chance of dealing 

with same document that is being processed or reports being 

produced.  

A tracking record is created once a document is received 

by an office either from another office or from the owner 

himself. The tracking records table is the main table of the 

database for it is from which that the current location or the 

last receiver can be identified. The fields with which the 

tracking record contains no DateReleased, TimeReleased 

and ReleasingOfficer clearly indicates that the office to 

which this document’s tracking records was created is the 

document’s current location. 

Figure 5. Barcode of a Document 

 

As seen in Figure 5, a user can print a document’s barcode 

ID in the physical document itself or on a sticker and 

recognize it also to produce reports out of said information 

primarily to track the document itself.  

C. Validation Results 

Five Information Technology experts of proven expertise 

in web applications development and management were 

tapped to judge the Document Tracking System. Their 

comments and suggestions were considered in the 

improvement of the system.  

 The experts were composed of one net administrator, 

two web developers and one systems administrator from 

government institutions namely: Central Luzon State 

University (CLSU), and the target itself, TAU. One web 

developer coming from the Manila-based Global Property 

Guide, a private company, also evaluated the system. All of 

them are highly qualified in evaluating the system because of 

their familiarity with web applications and administration. 

The questionnaire for the evaluation was based on the criteria 

specified in the statement of objective of this study. Table 2 

indicates the experts’ evaluation on the user interface.  

 

 

 

 

 

Table 2. Experts Evaluation of User Interface 

Software Evaluation Criteria Average 
Descriptive 

Rating 

A. User Interface (Composite Mean : 4.52) 

A.1  Visual Appearance 4.40 
Very 

Satisfactory 

A.2 
Appropriateness of 

design 
4.40 

Very  

Satisfactory 

A.3 Navigational elements 4.60 Excellent  

A.4 Request for information 4.60 Excellent 

A.5 
Functionality of barcode 

reader 
4.60 Excellent 

 

The IT experts came up with the aforementioned rating by 

assessing the Document Tracking Systems interfaces, online. 

The system was accessed on http://doctrack.tca.edu.ph on a 

terminal owned by the IT expert evaluator as assisted by the 

researcher or the web administrator of the College.  

 

Table 3. Experts Evaluation of Database Design 

Software Evaluation Criteria 
Averag

e 

Descriptiv

e 

Rating 

B. Database Design (Composite Mean : 4.60) 

B.

1  
Arrangement of data 4.60 Excellent 

B.

2 
Synchronization of database 4.60 Excellent 

B.

3  
Logical Design 4.60 Excellent 

 

The tracking records generated by the Track Document 

feature of the system indicate how the data were arranged in 

the system and how they are presented as evaluated by the IT 

experts with which result of evaluation is indicated in Table 

3.  

 

Table 4. Experts Evaluation of Security 

Software Evaluation Criteria Average 

Descrip

tive 

Rating 

C. Security (Composite Mean : 4.60) 

C.

1 
Authorization of User 4.60 

Excellen

t 

C.

2 

Implementation of user 

permissions 
4.60 

Excellen

t  

C.

3 
Integrity of records 4.60 

Excellen

t 

 

An indication of security noted by the IT experts as 

indicated in Table 4, during the evaluation was the difference 

on the permissions of a regular office account and that of an 

administrator account.  

The results of the IT expert’s evaluation came up with an 

over-all mean of 4.58, interpreted Excellent based on the 

scale used. It consists of the composite means of 4.52 for user 

interface, 4.60 for functionality, 4.60 for database design and 

4.60 for security. Meanwhile, the researcher submitted the 

system for evaluation to 

end-users such as clerks, 

office personnel, as well as 
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on-the-job trainees and student assistants in the office/units 

since they also take charge in recording the incoming and 

outgoing documents of their offices. One representative from 

the forty offices in the university was tapped to evaluate the 

system purposively including students who also submit 

reports/documents to the offices as part of student 

organizations such as student publications and student 

councils.  

 

The result on their evaluation on the ease of using the 

system is indicated in Table 5.  

 

Table 5. Users Evaluation on Ease of Use 

Software Evaluation Criteria Average 
Descriptiv

e Rating 

A. Ease of Use (Composite Mean: 4.54) 

A.1 Simplicity of Design 4.55 Excellent 

A.2 Simplicity of Operation 4.53 Excellent 

 

Some of user evaluators also gave their comments which 

were considered by the researcher in further improving the 

design in order to meet the end-users’ requirement to the 

system. The Record’s Office head was made to evaluate the 

system using the Administrator account while the rest of the 

offices were given their own individual office accounts with 

username and password. The Document Tracking System 

was uploaded online for this purpose. The users were 

provided their own accounts per office and oriented on how 

to use the system. The questionnaires were handed on them 

and was made to reply on their own initiative on whether 

their experience of the system is already enough to give it 

their ratings. Table 6 also shows the users evaluation on 

Usability. 
 

Table 6. Users Evaluation on Usability 

Software Evaluation Criteria Average 

Descriptiv

e  

Rating 

B. Usability (Composite Mean: 4.58) 

B.

1 

Keeping track of incoming 

documents 

4.70 Excellen

t 

B.

2  

Keeping track of outgoing 

documents 

4.65 Excellen

t 

B.

3 

Tracking in-process 

documents 

4.65 Excellen

t 

B.

4 

Generating reports 4.65 Excellen

t 

 

The use of the barcode scanner to read the barcode 

document ID was demonstrated to the user evaluator when 

tracking the document, receiving the document and also in 

releasing the document. Users gave positive feedback on said 

process because it eliminated the tedious repetition of 

recording the incoming and outgoing documents from office 

to office and from logbooks to logbooks.  

The receive document feature of the Document Tracking 

System affirms the elimination of repeatedly recording 

received documents in all offices. The idea of a document 

being recorded as received on all offices and traveled is 

replaced by the action of just tagging the document through 

scanning the barcode document ID.  

 

Table 7. Users’ Evaluation on Reliability 

Software Evaluation Criteria Average Descriptive Rating 

C. Reliability (Composite Mean: 4.51) 

C.1 Response to user actions 4.48 Very Satisfactory 

C.2 Message Prompts 4.48 Very Satisfactory 

C.3 Reports Generation 4.58 Excellent 

C.4 Management/presentation of 

outputs or reports 

4.50 Excellent 

 

Reliability of the system as evaluated by the users which 

results are indicated in Table 7 and the IT experts connotes 

similar idea. It defines whether the users are being presented 

with reports that can be used officially by the system.  

Reliability was also interpreted by the users whether it 

prompts messages or gave appropriate response to their 

actions as well as how the outputs or reports are presented. 

The results of the users’ evaluation were a composite mean of 

4.54 for ease of use, 4.58 for usability, and 4.51 for reliability. 

Over-all, the system obtained a mean of 4.54.  

IV. CONCLUSION 

The Document Tracking System developed as a bespoke 

model for Philippine State Universities and Colleges was 

developed based on the Software Development Process 

activities. The IT experts gave a positive feedback on the user 

interface, functionality, database design and security with a 

grand mean of 4.58 or excellent. The acceptability of the 

software was evaluated by end-users as to ease of use, 

usability and reliability and a positive response based on the 

aforementioned criteria was derived with a grand mean of 

4.54 – hence, excellent. The range of values of the results of 

evaluation of the system shows that the evaluators judged the 

system highly acceptable in the provisions for enough dry 

run, in the statement of the desired validation outcomes, and 

in the usefulness and performance of Document Tracking 

System. This turns out to agree with the result of the studies 

cited in the related studies, specifically [4] which highlighted 

the underlying factors in the development and employment 

of a document tracking system which helped out in the 

development of the Document Tracking System.  

For future work, the document records will be studied for 

purpose of data mining to optimize the features of tracking 

in-process documents. Also, the system is planned to be 

integrated on the University-wide document management 

system which also needs to be integrated with the 

information systems which depend on document and 

information retrieval. 
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